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Figure 1. Neural Network Applications

JCQ No. 89, 1992 26




How lo realize high specd processing on a
neural network 1s another important subject.
Today, neural networks are constructed on
conventional type computers, and executed
through simulation, Simulation speed is very
low, especially on large networks. This
problem will probably be substantially solved
by general purpose super-parallel computers.
But when cost and the scale of integration are
considered, 1t will be desirable 1o have special
hardware.

In this program, we will cxplore the possibili-
ties for large neural networks to create flex-
ible information processing systems that can
operate in the real world. We will alse con-
struct a neural system made up of hardware
and software based on a new neural model.
The neural model we will work on under this
program must be capable of leamning new
knowledge through interaction with the out-
side world and changing its own structure
adaptively. Furthermore, it is expected that
the hardware system will support one million
neural network units and that it will realize a
processing speed of 10 TCUPS (Tera Con-
ncctions Updates Per Second). In the final
stage, the neural system will be integrated
with a super-parallel system to make flexible
information processing a reality.

2. Research Subjects
2.1 Neural Models

In this project, we are trying to develop anew
neural model for implementing a flexible in-
formation system, A flexible information
syslem can bc implemented using a large
neural network that changes its own structure
adaptively through interaction with the real
world. The network grows dynamically in the
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real world through receiving help from
teachers or through learning and self-organi-
zation. Bulas it grows, it must not forget the
knowledge it already has.” To realize these
capabilitics, the following fields of research
are considered to be essential:

1. Neuron unit model

Simple neuron unit models have so far
been used with success in limited areas.
But more advanced processing demands
that a more sophisticated neuron model be
developed. Tobegin with, the possibilities
of alrcady-proposcd models, such as the
chaos neuron model, the complex number
neuron model and the neuron logic model,
must be evaluated. At the same lime,
research must be done on new neuron unit
modcis.

Modularization and hierarchization

A large neural network used in the real
world must have functions for interacting
with the external environment and for
changing the network structurc through
adaplation and training. In these situa-
tions, it needs the ability to acquire new
knowledge without destroying the knowl-
edge it already has and the ability (o fetch
information cfficiently. To mcet thesc
requirements, the modularization and
hierarchization of knowledge are neces-
sary. We must develop a distributed
learning method and a learning control
method for the purpose of realizing
modularization, structuralization and
funcuonal specialization. To this end, the
following subjects will have to be consid-
ered:
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+ Functional specialization through ad-
aptation to the external environment
and the construction of hierarchical
structures

« The autonomeus growih of neural net-
works through intcraction with the real
world

»  Modularization with the use of central-
ized or distributed control

* Interaction among modules

* Techniques for cvaluating modulari-
zation and hierarchical structuralization

Leaming and self-organization

Real time learning is very importantin real
world computing. It is vital, therefore, 1o
work out a leaming methed in which new
knowledge can be added without destroy-
ing existing knowledge and existing
knowledge can be deleted while main-
taining consistency. Many large ncural
networks have recursive loops. Hierar-
chical neural networks are strong in spatial
pattern recognition while recurrent neural
networks are expected to be effective for
time pattcrn recognition or time pattern
creation. Recurrent neural networks can
also be applied to optimization problems
because they have functions for satisfying
constraints. [tis thought that they will play
an important role for the next ten years or
more. Thus it is vital to construct a lcarn-
ing and self-organization mcchanism for
recurrent neural networks.

The topology and the size of a network are
among the most critical parameters in the
determination of its ability 1o be applied o
general purposes. Leaming procedures
for constructing an optional seif-organiz-
ing nctwork must be developed. Such a
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network must be large enough for prob-
lem-basedlearning and small enough to be
applicd to geacral purposes.

. Associative memory

Association is one of the basic functions
created by ncural networks. Various in-
formation such as spaual patterns and time
patterns is memorized distributively and
recailed on the principle of best match. It
is necessary for us 10 clarify theoretically
the principles of this associalive function
and to work out an engineering mechanism
to implement this (unction.

. New analog computing principles

Information processing by a neural system
is based on the analog nonlincar dynamics
of the system. We must clarify the prin-
ciples of neural sysiem analog computing,
including chaos dynamics, from this point
of vicw,

Integration of different paradigms

Research must be dene on models for inte-
gration of different paradigms. For ex-
ample, the integration of a ncural network
and logical processing, and the combina-
tion of pattern processing and symbol
processing will be required for the imple-
mentation of a ncural system. Integration
models must bc cxecuted in a parallel
processing environmeni. The input/oul-
putexpressions will function as interfaces
when different paradigms are integrated.
Thus the selection of the input/output ex-
pressions for the neural network will sub-
stantially affect the processing perform-
ance of the network. 1n the development.of




a neural system, therefore, it will be im-
portant to do research on input/output ex-
pressions both from a theorctical stand-
point and from an experimental stand-
point.

2.2 Neural System Hardware

The hardware of the neural system must sup-
portalarge ncural network that is modularized
so that it changes its structure adaptively
through interaction with the external environ-
ment. The neural system is expected Lo proc-
¢ss a network on the scale of one million units
at high speed, a network made up of a large
number of sub-ncural nctworks in which
thousands of neurons are completely con-
nected. The target processing specd is
10TCUPS (Tera Connections Updates Per
Second). In the design of special hardware,
general purpose, extensible mechanisms must
be incorporated partly because we donothave
a sulficiently ¢lear neural network model al
present and partly because various other new
models will be unveiled in the future. In the
carly stages of this research program, research
must be don¢ on a variety of architectures,

Hardware for ncural systems can be classified
into the following three types:

Neuro-accelerators

VLSI neuro-chips

Engineering implementation of neural
networks

A neuro-accelerator consists of special paral-
lel processors developed for neural network
processing. A large number of architectures
for this have been proposed. In a typical
architecture, a neuro-acceleralor s made up
of hundreds of element processors and real-
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izes 1GCPUS. A VLSI neuro-chip is the
hardware for neuron units that stmulate a
ncuron unit model. The domain of neuro-chip
architectures is so wide that it ranges from
digital processing chips o analog processing
chips. The engineering implementaion of a
neural netwerk is the third approach in which
the functions of the neural network are im-
plemented through hardware logic engineer-
ing technigues, without the use of a neuron
unil model.

These respective approaches ¢annot be com-
pared since each one is unique in terms of
learning ability, scalability and soon. Forour
ncural system, we will focus cur attention on
the second and the third approach. The fol-
lowing choices are available:

1. Digital circuit neuro-chips

Digital circuits have a number of advan-
lages, such as high noise resistance and
high processing accuracy. They are suit-
able for stable processing in a large sys-
tem. We can direcily apply computer
manufacturing technology Lo the fabrica-
tion of digital ncuro-circuits. In additon
to the conventional approach, a large
number of variations using the pulse den-
sity model or the like have been proposed.
It is also anticipated that these approaches
may produce new newrg-chip possibilities.

Analog circuil neuro-chips

Because it has fewer operation circuits,
an analog system makes it possible to re-
duce the hardwarce volume. This is a very
attractive factor in the development of a
large nctwork. Morcover, analog circuits
have potential for the implementation of
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dynamic networks and complex neural
networks such as the chaos neuron nel-
work.

3. Hybrid neuro-chips

It is also possible to consider the use of
hybrid neuro-chips, which combine ihe
strengths of both digital and analog neuro-
chips,

4. Engincering implementation

The neuro-chips mentioned above are de-
signed to implement a neuron unit model
directly. On the other hand, there is an-
other, completely differentapproach tothe
implementation of the functions of a ncu-
ral network. This approach uses logic
hardware that does not simulate a neuron
unit model. Such a system is construcied
through the repetition of simple logic cir-
CUits.

In a neural system, all neurons fundamentally
exchange active valucs among themselves,
The interconnection network architecture is
an important pointin design. A time multiplex
system or a frequency multiplex system are
possible solutions to this problem. The design
of connection networks is closely related Lo
packaging technology. The band width of
connection networks is determined by re-
strictions on the number of pins on chips and
boards. The technologies to solve this prob-
lem will include integration on the wafer scale,
three-dimensional architecture and optical
technology. CAD, silicon compilersand soon
arc also considered to be important design
tools.
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2.3 Neural System Software

A variety of neural softwure systems are re-
quired lor neural system research and devel-
opment.

1. Simulation sysiem

The simulation syslem is an important tool
in the research and development of neural
networks. Mostneural network researchers
have their own unique simulators, A
flexible, general purpose ncural simulator
for large neural networks would be a
powerlul tool. Among the requiremcnts
for such a simulator are machine inde-
pendency, extensibilily, convenient user
interface, high specd and alarge number of
utility routines. It is also desirable that
such a simulator have mathematical
analysis tools designed 1o control the
convergence and other characteristics of
individual networks.

2. Neural network language

Neural network processing should be de-
scribed using a high level language. The
design of such a language demands that
research on the following research and
development themes be pursued;

« Expression of ambiguous information
» Description of best match operations
» Integration with logic programs

» Integration with simulators

3. Operating system
The number of hardware ncurons is gen-

erally smaller than the number of neurons
in the ncural neiwork. Therefore, a virtual




mechanism te fill in this gap is an impor-

tant part of a neural system.

« Mechanism for mapping the neural

network on the hardware

» Scheduling of resources

2.4 Integration with a Super-parallel
System

It is highly probable that a neural system will
be one of the processors for such specific
purposes as patiern recognition, associative
memory and the pursuit of optimal combina-
tions. Thisautomatically means that the neoral
system will be combined or integrated with
other systems. The forms of intecgration with
other systems range from close connection to
laose connection. The following forms of
integration have already been proposcd. An
example of close connection: theneural system
is connected as an associative memory Lo an
clement processor of a super-parallel system,
An example of loose connection: super-par-
allcl processors throw problems such as opli-
mization problems to the neural system.

3. Research Schedules
The development of the neural system is di-

vided into two stages, the early stage and the
late stage. Inthe early stage, we will research
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a wide range of approaches with a view to
expanding the theoretical, model and hard-
ware architecture possibilities. For hardware,
we will construct a prolotype system that can
function as a test bed for experiments on new
functions in the late stage. Inthe late stage, we
will make our theory and model more so-
phisticated on the basis of the results in the
carlystage. Atthe same time, we will construct
a final system on the scale of one million units
by utilizing ourexpericnce with the prototype.
The final system will be integrated with a
super-parallel system. A number of applica-
tion systems will be mounted on it for evalu-
ation of the total system.

4, Conclusion

In the neural network ficld, future visibility is
quite low. Some researchers say the field will
be defunct ten years from now while others
think it is the only lield in which a new
information processing breakthrough is con-
ceivable. For this reason, research on neural
systems is both challenging and exciting.
Progress in scicnce and technology 1s so rapid
that i1 is difficult to predict what the situation
will be ten years' from now. Ina good sense,
this means that we can expect that this re-
search plan will be rewritten in the future so
that we can progress in a more fruitful direc-
lion,
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Optical Technology

1. Introduction

An optical computer can be defined as a
machine that uses light for the transmission
and processing of information. This definition
is symmetrical o the definition of an elec-
tronic computer, which uses electrons for the
transmission and processing of information,
Then why are optical computers drawing a
great deal of attention today? Itis because by
using light as a medium of information, an
optical computer may be able to actualize
forms of information processing that are hard
10 accomplhish with an ¢lectronic compuler,

2. Light as a Medium of Transmitting
Information

2.1 Information Transmission Capacity

As an example, let's compare the information
transmission capacity of 5 GHz electric waves
and 500 THz visiblc light. Since the volume
of information carried by an electromagnetic
wave is generally proportional to1is frequency,
the information transmission capacity of light
isin principle five orders of magnitudc greater
than that of clectric waves.

Let's also compare the two in terms of
information transmission capacity per unit of
cross-sectional area. Since wave guide cross-
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sectional area is proportional to the square of
the wavclength, the information transmission
capacity of light per unit of cross-sectional
area is ten orders of magnitude larger than that
of electric waves. As a result, the difference
between the information transrnission capacity
of light and that of electric waves is expressed
by the volumelric ratio shown in Figure 1.

2.2 Flexible Connectivity

A major feature of light is its flexible
connectivity, which results from its short
wavelengths. The short wavelengths of light
makes il possible 10 generale beams that have
excellent direclivity in propagation through
space.
transmissions from one point 10 many points
by use of lenses and one-10-one connections
between mutually remote ultra-small areas.
In contrast, due to its long wavelength, an
electric wave can be used only as a means of
information transmission ol the broadcast type.

Light also enables broadcast Lype

Let's then make a comparison with respect 1o
transmission paths. Electric wiring consists
of conduciors, and inler-wire cross talk
proportional to the signal frequency occurs
through the medium of distributed capacitance.
Cross talk also occurs between optical lines
but it is not related 10 the signal frequency.
Thus optical lines enable ultra-high speed
signal ransmission as well as more flexible
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Figure 1. Comparison of Information Transmission Capacity between
Light and Electric Waves

connections through combination with optical
switching.

3. Light as a Medium of Processing
Information

3.1 Operating Speeds of Optical
Elements

The maximum operating speed of electronic
elements has by now reached the order of
several picoseconds. Butitisstill thought that
it will be difficult to implement sub-picosecond
operating speeds. The extent Lo which the rale
of optical pulsescanbe increased is determined
by the uncertainty principle of time and energy.
The maximum is considered to be 1
femtosecond in the case of visible light. But
we do not have the lechnology to control such
high speed optical pulses. In view of inte-
gration, the main types of optical devices that
will be used in the future wilt be semiconductor
devices. Theoperating speed of semiconductor
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devices is limited by the movement of the
electrons in the semiconductor. Under these
circumstances, the operating speed of optical
devices will not be greatly higher than that of
clectronic devices.

3.2 Parallel Processing

One of the main features of optical processing
1s 118 parallel processing potential. Figure 2
shows an image of an optical computing
system. The basic computing process, with a
feedback loop, is the same as that of an
electronic computer. Inthis process, however,
information with spatial expanse is entered
directly and all the individual units of
information propagale through the sysiem
Now let's
make a comparison with respect to the degrece

simulianeously and in parallel.

of integration of the element technologies that
make up the system. The minimum size of
optical elements is limited by the wavelength
of light, whereas the minimum size of elec-
tronic clements is delermined by the wave-
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Figure 2 . Image of Optical Computing System

length of clectron waves. Thus the limit (o the
degree of integration of elements per unit area
is higher in the case of electronic clements.
But a three-dimensional system such as the
ene shown in Figure 2 can be more easily
structured with an optical system, which can
use space propagation, than with electronic
circuits, which require actual wiring. Also,
while the information handled by an electronic
system must in principle be time signals, an
optical system can directly handle not only
time signals but also information that has
spatial expanse or cxpanse along the
With an optical system,
therefore, we can expect the multidimensional

wavelength axis.

processing of multidimensional information.

4. Optical Device Technology

Optical technology is supported by optical
device technology. Jusl as the basic func-
tional device that supports electronics 1s the
transistor, the basic functional device that
supports optical technology is the optical
transistor. The important factor in optical
technology is the relation between light and
electrons. Electrons will play some kind of
role in the operation of optical devices.
Therefore, an optical transistor should more
precisely be called an oploclectronic (OE)
transistor. Figure 3 shows the classification of
two- and three-terminal devices using elec-
tricity {E) and light (O) as input/output ter-
minals. The combinationof light and electrons
provides a widec varicly of device structures
and functions. It is seen in this classification
that purcly electronic devices and purely op-
tical devices make up only a part of the total
range of Optoelectronic devices, As for the

o} E o} E
c—=0 l l 0O—+E l ¢

0—0 O0—0 O— O—E
Waveguide Modulation Switch Light receiving device

Optical Devices

Optoelectronic Devices

o E 0 E
swo | ] ffeme ]
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Light emining device Diode Transistor

Electronic Devices

Figure 3. Optoelectronic Two and Three Terminal Devices

34




information handled, cleciric Icrminals can
handle only time signals, due to their principle
of operation, while optical terminals can han-
dle not only time signals but also information
that has spatial expanse or expanse along the
wavelength axis. OE transistors will be inte-
grated 1nto oploclectronic IC, (OEIC). As
they are improved, OEICs will make it possible
to construct optical systems [1, 2].

5. RWC and Optical Technology

The 1argel of real world computing (RWC)
programs is to realize “flexible information
processing.” Based on the premise that togi-
cal information processing and intuitive in-
formation processing can be integrated, the
goal is to replace conventional sequential in-
formation processing with flexible information
processing, and o develop new forms of in-
formation processing marked by "distribution
and cooperation” or by "parallclism and
flexibility.” The implementation of flexible
information processing will require a means
of realizing the flow and processing of huge
volumes of information.

The role of optical technology in RWC is to
provide the tools necessary for the imple-
menlation of the information paradigms aimed
forin RWC by taking advantage of the features
of light as a medium of information, that is,
huge information transmission capacity,
massively parallel operation and flexible
connectivity,

In the RWC program, the tasks involved in the
development of optical technology can be
divided into three major categories; ‘'optical
interconnection, optical neural systems and
optical  digital

systems. Optical

interconnection is a technical issue related 10
smoothing out the flow of information in in-
formation systems. At the same time, it is a
part of the basic technology required for the
construction of both optical ncurosystems and
optical digital systems. The optical
neurcsystem can be positioned as a sysicm
technology thai uses light to accomplish the
super-distributed processing of information
aimed for in RWC, while the optical digital
system is viewed as a system technology to
use hght to accomplish massively paraliel
processing. Figure 4 illustrates the relation-
ships between new information processing
(RWC) and optical tcchnology.

5.1 Optical Interconnection

Today's electronic computers are supported
by silicon device technology, and the
processing speeds of the devices themsclves
have been rising year by year. But along with
this progress in the combination and parallel
operation of systems, sysiem performance has
come 10 be alfected 10 a large extent by the
time required for the conveyance of
information within systems. As a result,
communication bottlenecks are now a major
obstacle to improving the performance of
information systems.

Optical inlercennection is 4 way to solve these
shortcomings of electric wiring by means of
the huge information transmission capacity
and the flexible connectivity of light.

5.2 Optical Neurosystems

The aim of developing optical neurosysiems.
is 10 malerialize the same information
processing processes as performed in image
recognition by the human visual system and in
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Figure 4. Relationship between New Information Processing and Optical Technology

the association, learning, intuitive judgment
and other functions of the human brain by
utilizing light-nsing neural netwaorks and the
unique physical properties of light. In
principle, light permits massively parallel
operaticns and high density wiring, which arc
considered to be promising technological
advantages for the large neural systems of the

future.
5.3 Optical Digital Systems

Based on the combination of the massive
parallel operability of light and the principles
of logic operations, the purpose of developing
optical digital systems is 1o develop the
technology for the high speed, precise
processing of information with a certain
cxpanse, such as image information, as well as
wavelength information.
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Optical digital technology will not compete
with electronic computers for higher
performance in the same arena. Instead, the
aim is i0 develop new aspects of optical
information processing technology, which has
conventionally centered on analog handling
of information, through the direct digital
processing of optical information. This is
considered to be a promising general purpose
technology that canimprove the level of optical
technology as a whole.

6. Conclusion

One problem with optical technology is thatin
spite of the potentialities of light as a mediam
of information, the device lechnologies
required for realizing those potentialities are
in general immature. Under the present
circumstances, therefore, people rescarching




optical computing architectures are having a
great deal of difficulty in securing the optical
device technologies they nced while people
involved in optical device developmeni can
hardly spare any time and energy on rescarch
into optical computing architecture due to the
difficulties of hardware development.

The RWC programs are intended to form a
common platform for expediting exchanges
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between thesc two groups of people and to
thereby make llexible information processing
that utitizes the potentialitics of light a reality.
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RWC Related Technologies
(1) Virtual Reality

1. Introduction

Virtual reality is the technology for generat-
ing a virtual space around the human being by
presenting information synthesized by com-
puters directly to the human sense organs.

In other words, it provides an advanced human
interface that can present such a great deal of
information to the users that it causes them (o
feel that those surroundings are reality.

In this sense, this technology is very sugges-
tive of what the relationship of the new gen-
cration of computers to humans should be and
what form inputs and outputs should take.

Up until the first half of the 1980s, research
and development efforts on compaters had
primarily been centered on improvement in
performance of the computer itself. In recent
years, however, much importance has also
come to be attached to the overall state of
human and computer technology for inter-
facing computers to the exiernal world, that is,
10 human interface technology. At the back-
ground of this tendency is the idea that no
matter how advanced the information
processing performed in computers is, it is
completely meaningless if it is not conveyed
to people.

The first point of novelty that virtual reality
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has can be expressed by the ierm “sense of
reality” or “existence™. Presenting three-di-
mensional images that are quite like actual
things, cnabling the observers themselves Lo
enter the world of the image, and using not
only images and sounds but also the other
senses such as feel are part ol the novelty
unique 10 virlual reality. A second point of
novelty is thatadisplayed object can be viewed
from varions directions and can be picked up.
That is, a second characteristic is having an
tnteractive element in which the observer not
only can recetve information from the system,
but can alse positively influence it

These two elements add up to the composition
of a sense of shallow reality. Bul when a
deeper sense of reality is to be created, a
simulative element is reguired as a third ele-
ment. In other words, it must be possible 1o
depict events in the virtual world that have
consistency and cohercnee, such as events in
which a virtual object thrown up in the air
bounces back upon bumping against another
virtual object.

The technology of virtual reality is based on
the solid fusion of these three elements, Then,
what kinds of systems arc necessary to make
these things possible? First, a variety of dis-
plays are necessary 1o present information (o
the various sensc organs. Second, in order to
implementinteracilivencss, a system isrequired




that can directly enter conscious and uncon-
scious human actions into the computer. Third,
a system that defines certain kinds of causal
relations is necessary for connecting the dis-
plays and the input system. Thesc three sys-
tems are explained below. Cases from the
author’s research are offered as examples
when needed.

2. Implementation of Virtual Reality
System

(1) Input system
An input system is required to implement

interactiveness, or to enable a person 1o work
positively on the system. The most typical

input system is probably the system called a
“DataGlove” (Figure 1). The Data Glove uses
the principle that the light transmittance of
optical fibers attached to the fingers will change
as the fingers are bent. This device makes it
possible to handle a virtual object presentin a
computer intuitively.

Besides this, in order to support movements in
space causced by larger actions such as walk-
ing, a system can be used that enables move-
ment in a large virtual space by using human
motion ¢n a tread mill as input. This system
was originally developed by the University of
North Carolina. It is useful in applications
that simulate watking around inside a large
building, for example.

Glove

Cable stopper

Optical fiber sensor

Magnetic sensor for detection
of positions/stances in space

Figure 1, Data Glove
(A product of VPL Corp.)
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In addition to the above-mentioned systems
that use attached devices, various systems of
completely non-attaching types are also being
considered. One of these is a system in which
the human body is monitored with a video
camera and the motions of the individual parts
of the body arc measurcd through image
processing. In view of the recent progress of
real time image processing technology, this
field may provide opportunities for substan-
tial growth.

(2) Display system

Nextthedisplays, or the output sysiem, will be
described. What is required of the display

system is the abilily Lo produce a visual sen-
sation. The quality of the indicated contents
is, of course, an important faclor in realizing
this ability. It is also nccessary that most of
the range of human senses be replaced by
displays.

A head mounted display (HMD) can support
both a wide viewing angle and a widc look-
around range. Thus it is cffective for obtain-
ing a high degree of visual reality. The user of
the HMD can totally enter into the world of
the image. Shownin Figure 2 isa see-through
type HMD, This device makes il possible Lo
implement the fusion of the virtual world and

the visible world.

Figure 2. See-through HMD
{The University of Tokyo)
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Substantial downsizing is necessary {or mak-
ing the practical use of the HMD paossible. For
this purpose, it will be vital 1o develop very
small, highly accurate display devices. The
liquid crystal display (LCD) is considered to
be most promising candidate for this applica-
tion. As shown in Figure 3, for cxample, it is
now possible (o fabricaie a fairly small HMD
(160gw). By world standards, the LCD tech-
nology of Japan is at a high level, and Japan is
expected to play a leading role in this ficld.

The sound display can be the first 1ype of
sensory display to considzer in addition 1o the
visual display. Using headphones, there are
systems that can position a sound image at any
point in a three-dimensional space.

The sysiem is designed to reproduce the
transfer functionatthe time when sound waves
from a sound source reach the eardrum in
actual space by compuler on a real time basis.
The execution of such complex calculations
in real time owes a great deal to the diffusion
of digital signal processors (DSP).

There is no definitive 1echnology as yet with
respect Lo the sense of touch, As an example,
Figure 4 shows a mock surface technique in
which a surface that does not actually exist is
expressed by moving a small part for surface
presentalion together with the fingertip. Us-
ing a rectangular coordinate manipulator that
operates at a sufficiently high speed, this
technique makes it possible to present a small

Figure 3. Small HMD
(The Uriversity of Tokyu)

41

JCQ No. 89, 1992



Figure 4. Operation of Putting a Virtual Object into a Hole
(The University of Tokyo)

Figure 5. Visvalization of Software
(The University of Tokye & Tokyo Flectric Power Company)
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tangent plane near an object when its surface
is approached by the finger.

The system shown here is called virtual ho-
lography. The visual display that is uscd is a
stereo display with a liquid crystal shutter for
head-linked display. The three-dimensional
image it generates is displayed before theeyes
with a half mirror. By using this system, we
can grasp hold of a CAD model inside a
computer and check, for example, the possi-
bility of assembling two or more parts.

(3) Simulation system

After the interface devices described above
are readied, software will be required 1o drive
them. This software will include a database o
define the shape of the objects that exist inside
the virtual world, This shape database will be
much the same as the shape database used for
ordinary CAD systems.

In addition, we need a group of procedures to
describe and simulate functional aspects, such
as constraints among objects (e.g- the motion
of an object on a rail 1s restricted to one-
dimensional mation, and objects cannot enter
into other objects) and the rules that govern
the motion of objects (e.g. an object falls
under gravity, and an elastic body rebounds
upon bumping against a wall).

The technical difficulty lies in running all this
complex software on arcal time basis. When
a somewhat complex virtual world is to be
generated, such for checking of complexlaws
of the world or generating “real” images, &
volume of calcunlations that far exceeds the
capabilities of exisling compulers must be
performed. Therefore, super-parallel and su-
per-distributed computer hardware is an in-
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dispensable technical element for the imple-
mentation of virtual reality.

3. Virtual Reality as a Visualization
Technology

With these 1ools, virtual reality systems are
expected 10 be used in a wide variety of
applications. The application considerced most
promising is the visualization of informaticn.
For example, it will become possible to pro-
posec & system that is one siep ahead of con-
ventional CAD systems. In construction CAD,
for example, the conventional technology
cannot possibly express vividly how frighten-
ing it is to look down from the top of a slope
with a gradient of 30 degrecs.

Further, aided by computer, it will be possible
to synthesize things that cannot be seen with
the naked cye. Software itself is a typical
example of such things. A cam setup jointly
by the Tokye Electric Power Co., Ltd. and the
University ol Tokyo is trying o develop a
system to visualize large scale software. I1is
extremely difficult to grasp the total scope of
large scale software. A macroscopic method-
ology has been presented for this system,
This methodology is quite different from the
microscopic methodology studied in software
cngineering today. That is, as shown in Fig-
urg 5, efforis are made to visualize software,
which cannot actually be scen, with the use of
virtual spacc.

4, Congclusion

One major feature of the tlechnology of virwal
reality 1s that 1t presents a new methodology
for positively using the information process-
ing capabilitics of the persons who are Lhe
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users, as opposed to conventional computer  one of the most promising technologies of the
science, which has concentrated primarily on  1990s and should be pursued as a new field of
improving the performance of the computers  information processing lechnology.
themselves. In this sense, this technology is
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RWC Related Technologies
(2) Optical Neurocomputing

1. Introduction

Optical computing is drawing attention as a
promising computing mechanism for the fu-
turc. Asshown in Figure 1, optical computing
features high speed, parallelism, high density
interconnections, and so on. Optical comput-
ing is an aitempt to break through the limits of
the present computing, which is based prima-
rily on the conventional electronic technolo-
gies. It has long been pointed out that optical

Masatoshi Ishikawa

Associate Professor

Dept. of Mathematical Engineering &
Information Physics

The University of Tokyo

computing is possible in principle, but few
optical computing systems have implemented
to date, partly because there are few parallel
algorithms, and partly because it is difficultto
provide versatility in operations.

Neurocomputing can provide optical com-
puting with a highly practicable architecture
that has operational flexibility. Conversely,
the kigh parallelism of optical computing is a
very attraclive feature to base neurocomputing
on,
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Figure 1 Possibilities of Optical Computing
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This paper focuses on the fusion of optical
computing, parallel learning, and information
processing and describes its structure and
features through concrete examples.

2. Features of Optical Neurocomputing

Conventional computers express a logical
procedure (a program}inaseries of operational
structures. In contrast, ncurocompuling em-
ploys the technique of extending an opera-
tional structure spatially.
scale parallelism in which a neuron model is
the basic operational element and learning
mechanism. The ncuron model replaces the
program model to generate operational flex-
ibility.

It feawures large

2.1 Large Scale Parallelism

It is a major task to use existing compuicr
technologies for large scale parallel process-
ing. Attention is focused on the development
of practical operational techniqucs that can be
implemented parallely.

Large scale parallel neurocomputing requires
a network that vuses a large number of low
competance single-function operational ele-
ments (equivalent to neurons) with parallel
high density connections.

2.2 Learning

Conventional optical computing can utilize
intelligent processing in such specific appli-
cations as Fourier transformation analysis,
but it still falls short in providing such versa-
tile operation in any given required opera-
tional structure. It has been said, in particular,
that conceptualizing parallel algorithms isdif-
ficulr.
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Leaming makes 1t possible for optical com-
puiing, which is otherwise lacking in flexibil-
ity, to implement an operational structure that
fits any specific object of operation or envi-
ronment.

2.3 QOptical Interconnection

As a medium of information, light features
inter-signal incoherence and a wide band in
addition to spaual parallelism. Morcover, itis
free from inductive noise and capacitive delay,
and it requires no grounding. Furthermore, it
permits high density connections in the di-
rection vertical to the operation plane. This
presents a striking contrast to the wiring on the
substrate or inside of a LSI circuit, which is
confined to a plane of operation.

The technique of vsing light, which provides
these advantages, for communication among
operational elements is called optical inter-
connection. Aside [rom using light for the
operations themselves, il can also be used o
interconnect ¢lectronic circulis.

2.4 Direct Processing of Images

One of the merits in using lightas a medinm of
information is that it can be used in the direct
processing of external visual information. It
isexpected, therefore, thatan intelligent sensor
that combincs a delection mechanism with
some sort of recognition mechanism can be
created.

3. Proposed Systems

Based on such concepts, a large number of
optical neurocomputing systems, especially
opticalassociative memory systems, have been
proposed o date,




3.1 Retinal Chips

With respect to the direct pracessing of visual
information, C. Mead et al. have proposed a
“silicon retina” in which light sensors and
computing elements are combined on asilicon
chip.” It approximates arctina using a silicon
chip that has scnsors and processing circuits.
It consists of light sensors and simple analog
electronic circuits. Utsugi and Ishikawa arc
developing a mcthod to represent external
coordinate systems internally with a resist-
ance network.?

3.2 Implementation of the Hopfield
Maodel

The Hopficld model is a calculation model in
which a dynamic system is made by feeding
back the cutputs of a single-layer network o
its inputs, and the solution of a problem is

n-electrode of deteclor array

\

GaAs line-shape detector array . gt

obtained by minimizing the cnergy of the
system.

Farhat, Psaltis, et al. were the first to propose
an optical parallel operation circuit that is
designed 1o implement the model.® In their
method, a common optical matrix vector op-
eration circuit is used and the resuft of an
electronic circuil’s threshold operation output
is fed back to the input side. Because the
intensity of light is used as the medium of
information, negative valucs can nol bc ex-
pressed. Therefore, positive and negative
MEmOory MALrices are writien 1o separately and
require separate positive and negative cle-
ments. Then, deductions are made through an
electronic circuit. Inthe meantime, Ohta etal.
have implemented the Hopficld model by
developing an optical neurochip that inte-
grates an LED array and a PD array ® Figure
2 shows this chip.

Transparent insulator

“
GaAs subsu‘ale\ ~

lnterconnecuon

iy

GaAs line-shape
emitter array

Figure 2 Illustrative scheme of GaAs/AlGaAs optical synaptic chip

47

JCQ No. 89, 1992



4. Implementation of Learning

Varicus other systems using holograms, opti-
cal disks, and electronic neurochips have been
proposed. However, most of them have no
self-learning mechanisms. Others, though

having self-learning mechanisms, are merely

proposed. Few systems have preciscly dem-
onstrated the essence of parallel [earning and
information processing.

In recent years, however, Ishikawa et al. have
made a prototype of an optical associative
memory system with learning capabilities®
andconducted some learning experiments with
i 7 With this systcm as an cxample, the
creation of a learning mechanism will be
discussed below.

4.1 Optical Associatron

Ishikawa e al. have created an optical anto-
associalive memory system with a learning
capability by using a spatial light modulator.
They have named it an “optical associatron.”
A spatial light modulator is an optical device
that changes the contents of memory matrices
as required during learning. In a two-dimen-
sional optical pattern, it permits such operations

as write, read, add, subtract, and erase.

The optical associative memory system must
make positive use of optical matrix operations
and the spatial light modulator’s analog op-
eration and memory functions. Moreover, it
must be structured so as not to require the use
of negative values.

In consideration of these points, the optical
associatron has adapted an orthogonal learn-
ing method. This is a learning method of the
closed loop type. This mecthod is based on
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successive least square approximations of
input/output relations.

Figure 3 shows the structure of the optical
associatron. All optical systems are first con-
ceived. Then, only the main parts (1.c. recall-
ing and learning of memory matrices) of the
system arc implemented with optical opera-
tions, and Lhe other parls are replaced By
computers and electranic circuits, Thatis, itis
a hybrid system. The spatial light modulator
1 is used 1o memorize the memory matrices
(16 % 16, analog). Learning is done through a
revising Lhe pattern presented by the light
emitting diode 1. The funclion of the spatial
light modulator 2 is to convert the pattern into
coherent light 15 an input pattern multiplexcd
into the form that fits a memory matrix. The
light ¢reated by the intensity modulation of
the memory matrices through the spatial light
modulator 1 is then entered into the spatial
fight modulator 2 1o be subjected to intensity
modulation and input pattern formation. Thus
parallel multiply operations are performed.
The results are detected by the PTR for output
operation.

In a neural network model, two-dimensional
patterns are usually converted into vector
expressions because input/output patterns #rc
expressed in veclors. In the system in ques-
tion, however, two-dimensional patterns can
be opcraled on as they arc by a unigue spatial
coding method. The number of neurons is 16
while inputs and outputs are 16 (4 x 4)-di-
mensignal.

Figure 4 shows an example of a memory
matrix obtained through this system’'s learn-
ing process. Inthisexample, the three patierns
constitutes one instance of learning, and the
recalling cuipul shown is the result of apply-




ing a threshold operation to an analog cutput.  progress of learning, the memory matrix
Figure4(a) showsaninstance in whichleaming  changes and the oulput comes closer to the
is still insufficicnt. It is seen that with the  correct pattern as shown in Figure 4(b).
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Figure 3 Optical Associatron
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Figure 4 Convergence of a Memory Matrix
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4,2 Combination with Primary Optical
Processing

This optical associatron is a single-layer net-
work. But when it is connected to the stage
following conventional optical operations, it
can give an incrcased flexibility to operation.
As an example of such a system, Ishikawa et
al. usean experimental system in which optical
Fourier transformation system and the optical
associatron are connecled.” This combina-
tion makes it possible to set outpul patterns
freely, and the Fourier transformation can
make it shifl invariant.

4.3 Significance of Learning

The significance of introducing such learning
lies firstin the fact that fiexible processing can
be attained as the processing circuit itsclf
acquires a processing funclion instead of
having its processes dictated by an outside
program.

A second point of significance is that the
nonuniformity of optical devices can be com-
pensated for. Optical devices are accompa-
nied by various forms of nonuniformity. The
cflects of such nonuniformity arc reflecled on
output values. Therefore, the use of closed
loop type learning, such as orthogonal learn-
ing, can compensate for such nonuniformity
by the formation of memory matrices.

5. Conclusion
Optical neurocomputing has a large number

of problems yet (o be solved. Practical limits
must be made clear with respect o spatial
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parallelism, higher speeds of operation, and
downsizing, Ilisalso animportant task in the
future to develop a new method of leamning.
To improve performance, it is vital 10 develop
an effective method ol fcarning that takes the
features of optical computing inte considera-
Lion.
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Current News

* NTT Enters Semiconductor Market

NTT started marketing LSIs for use with in-
formation systems for security proicction
through its subsidiary. UP until now, NTT
cotrusicd contracts to outside makers to pro-
duce LSIs based on NTT’s R&D results and
procured the products for NTT’s business.
However, the corporation has decided 1o sell
the L.SIs for the purpose of business stability
throughout NTT Group Companies.

The subsidiary isNTT Electronics Technology.
For the present, the company will sell LSIs for
security protection that have been developed
by NTT's Network Information Systems
Laboratories. Annual sales are cxpected to be
around several hundred million yen. A Japa-
nese maker will be entrusted with producing
the LSIs on a commission basis, and a new
sales department will be created in the sub-
sidiary for sales to non-NTT customers.

Since its inception in 1982, NTT Electronics
Technology hasbeenresponsible for develop-
ment and installation of facilities for NTT's
research departments, and also for the design
and sales of L.SIs for communications systems
used in industry. Since 1990 the company has
been selling semiconduclors on a trial basis to
a number of measurcment instrument manu-
facturers. Current sales revenue is about 6
billion yen per year. The company plans to
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sell more than half of its semiconductors to
non-NTT customers. NTT has high-level
semiconductor technologics which are focused
on the communications field. Therefore, it is
thought that NTT’s new entry into the outside
sales market will have a major impact on the
semiconductor industry both in Japan and the
rest of the world.

* DEC and Seiko-Epson Reach Alliance
Agreement in Small Computer Field

DEC and Seiko-Epson have reached an
agreement in the field of small compulers
centering on PCs. For the time being, the two
companics will go forward and jointly develop,
market and sell products on the Japanese
market, and plan to eventually establish a
joint-venture co;npany for mew business
purposes. Aftersigning the [ocrmal agreement,
Nihon DEC, 4 wholly-owned subsidiary of
DEC, and Epson will organize a joint project
team, and embark on joint product develop-
ment in the area of PC-based small-scale
nctwork systems. This alliance is intended 10
mutuatly supplement the sirengths in products
and technologies between DEC, whois strong
in system construction based on the mini-
computer, and Epson who has expertise in
low-cosl PCs. They plan to begin marketing
products using sales routes of the two compa-
nies halfway through 1992, There is also the
possibility that these firms will form coopera-
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tiverelationships overseas if this new alliance
goes well.

* Japan, UK, Germany and France
Cooperate in International Communi-
cations Service '

British Telecom (BT), NTT, DBP Telckom of
Germany and France Telecom {FT) have
reached basic agreement for cooperation in
the field of international communicalion
services for business use.

The four common carriers will form a consor-
tium by making a joint-equity imvesiment in
Syncordia, which BT created in 1991 as a
subsidiary for international communications
service in the US. Syncordia is a company
specializing in communications services,
principally for multi-national corporation
customers. The specialized services include
design, construction and operation of intra-
company communications nctworks which
connect foreign locations all over the world.
Hereafier, the four common carriers wiltl dis-
cuss the equity percentage, the scope of man-
agement participation, etc.
forecasted that the final equity ratio will be
40% for BT and 20% cach for NTT, DBP
Telekom and FT. As overseas advances by
companies have become more aclive, inira-
company communications networks have gonc
global, and therefore this has become a prom-
ising market for carriers. Common carriers in
countries have cooperated with cach other in
the area of international communications in
past years. In expectation of intensifying
competition in the future, large common car-
riers in Japan, the USA and Europe have
bepun groping for plans o cooperate in this
area.

However, it is
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* NTT and KDD to Tie up for Overseas
Business

NTT and KDD will cooperate in the field of
overseas communications business. As com-
munications liberalization progresses on a
global scope, both NTT and KDD have been
invited to participate in the projects of coun-
tries, who aim at the enhancement of their
communications business through the intro-
duction of foreign capital. These countries
include thosc in Southeast Asia, Eastern Eu-
rope, and the Community of Independent States
(CIS). Under these projects, corporations are
often requested to manage communications
operations for both the domestic and interna-
tional services. As it has become necessary o
have an operating organization managed by
one company, NTT and KDD agree 1o creale a
new joint-venture company. They then form a
consortium with trading companies, commu-
nications equipment manufacturers, etc., and
participale in international tenders. The con-
sortium will be responsible for focusing on
consulting services, fund raising, equipment
installation and communication business
management of the new joint-venture com-
pany. NTT, who is cager to cnter on the
international communications field, is aiming
at a full-scale advance into the international
communications market, and is taking the
opportunity todo so through the establishment
of this ncw company.

* IBM Japan Closes Order with Sanwa
Bank for Large-Scale Computer
System

IBM Japan has closed an order with the Sanwa
Bank for “Global System”, a next generation
overseas operations sysicm that is scheduled
10 be operational in March 1993. Twelve IBM




mainframe computers will be iastalled al six
locations worldwide, including Tokyo, New
York and London, In addition, 550 units of
RS/6000 workstations with UNIX, about 600
units of PS/55 personal computers, etc. will be
installed at about 50 locaticns in 27 countries

waorldwide. Workstations will be used for
dealing and trading of foreign exchange, eic.
The personal computers will be used for ac-
count settlements at branches.

Under the current system at Sanwa Bank,
medium-sized computers are installed at ma-
jor overseas locations, where account-related
business and foreign exchange business are
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processed separately by location. However,
as the processing volume has increased, the
bank has decided to substantially increase
volume capacity and Lo consiruct an inte-
grated system that links overseas locations by
network.

This is the first time that IBM Japan has
successfully closed a UNIX-based sysiem with
abank, The orderamountis approx. 10 billion
yen. The order for workstations is the largest-
scale for the enlire IBM group worldwide. If
the system is completed, it will be the largest
24-hour integrated job processing system for
a bank’s overseas system.
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